Further Mathematics 2017
Module 1: Matrices (Chapter 8)

Extract from Study Design

**Key knowledge**

- the order of a matrix, types of matrices (row, column, square, diagonal, symmetric, triangular, zero, binary, permutation and identity), the transpose of a matrix, elementary matrix operations (sum, difference, multiplication of a scalar, product and power)
- the inverse of a matrix and the condition for a matrix to have an inverse, including determinant
- communication and dominance matrices and their application
- the use of matrices to represent and solve a system of linear equations
- transition diagrams and transition matrices and regular transition matrices and their identification.

**Key skills**

- use the matrix recurrence relation: $S_0 = $ initial state matrix, $S_{n+1} = TS_n$ to generate a sequence of state matrices, including an informal identification of the equilibrium or steady state matrix in the case of regular state matrices
- construct a transition matrix from a transition diagram or a written description and vice versa
- construct a transition matrix to model the transitions in a population with an equilibrium state
- use the matrix recurrence relation $S_0 = $ initial state matrix, $S_{n+1} = TS_n + B$ to extend the modelling to populations that include culling and restocking.

<table>
<thead>
<tr>
<th>Chapter Sections</th>
<th>Questions to be completed</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.2 Matrix representation</td>
<td>1, 2, 3, 4, 5, 6, 11, 12, 13, 14, 15</td>
</tr>
<tr>
<td>8.3 Addition, subtraction and scalar operations with matrices</td>
<td>3, 4, 7, 8, 9, 11, 13, 14c, 16, 17, 18</td>
</tr>
<tr>
<td>8.4 Multiplying matrices</td>
<td>2, 4, 5, 7, 8, 10, 13, 14, 16, 18, 19</td>
</tr>
<tr>
<td>8.5 Multiplicative inverse and solving matrix equations</td>
<td>2, 4, 6, 7, 8, 11, 15, 16, 17, 18</td>
</tr>
<tr>
<td>8.6 Dominance and communication matrices</td>
<td>1, 2, 3, 5, 6, 7, 8, 10, 11, 13, 15, 17, 18</td>
</tr>
<tr>
<td>8.7 Application of matrices to simultaneous equations</td>
<td>2, 4, 5, 7cd, 8ce, 11, 13, 14, 15, 17</td>
</tr>
<tr>
<td>8.8 Transition matrices</td>
<td>1, 3, 5, 6, 8, 9, 11, 13, 15, 16, 18, 19, 22, 23</td>
</tr>
</tbody>
</table>

More resources available at

http://drweiser.weebly.com/modules-2017
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8.2 Matrix representation

What is a Matrix?

The table of data displays the heights, weights, ages and pulse rates of eight students. We can extract the data from the table into square brackets. This is called a matrix (plural matrices).

<table>
<thead>
<tr>
<th>Name</th>
<th>Height</th>
<th>Weight</th>
<th>Age</th>
<th>Pulse rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mahdi</td>
<td>173</td>
<td>57</td>
<td>18</td>
<td>86</td>
</tr>
<tr>
<td>Dave</td>
<td>179</td>
<td>58</td>
<td>19</td>
<td>82</td>
</tr>
<tr>
<td>Jodie</td>
<td>167</td>
<td>62</td>
<td>18</td>
<td>96</td>
</tr>
<tr>
<td>Simon</td>
<td>195</td>
<td>84</td>
<td>18</td>
<td>71</td>
</tr>
<tr>
<td>Kate</td>
<td>173</td>
<td>64</td>
<td>18</td>
<td>90</td>
</tr>
<tr>
<td>Pete</td>
<td>184</td>
<td>74</td>
<td>22</td>
<td>78</td>
</tr>
<tr>
<td>Mai</td>
<td>175</td>
<td>60</td>
<td>19</td>
<td>88</td>
</tr>
<tr>
<td>Tran</td>
<td>140</td>
<td>50</td>
<td>34</td>
<td>70</td>
</tr>
</tbody>
</table>

Hence, a matrix is a rectangular array of numbers arranged in rows and columns.

The numbers in a matrix are called the elements of the matrix.

The matrix shown above has 8 rows and 4 columns.

Capital letters are used to represent matrices. This matrix is called D.

In general, a matrix with m rows and n columns is known as a $m \times n$ matrix.

The elements in a matrix are referred to by the row and then by the column position.

In general, the elements of matrix $A$ are referred to as $a_{ij}$, where $i$ refers to the row position and $j$ refers to the column position.

In matrix D (above), $d_{21} = 179$ or we can write the 2, 1 element is 179

Types of Matrices

row matrix

A matrix with one row is called a row matrix or row vector. From this matrix, we could choose Kate’s row:

$$K = [173 \ 64 \ 18 \ 90]$$

The transpose of a matrix: switching rows and columns:

If you switch the rows and the columns in a matrix you have what is called the transpose of the matrix. For example, the transpose of the age matrix A above would be

$$A^T = [18 \ 19 \ 18 \ 18 \ 22 \ 19 \ 34]$$

The transpose of a row matrix is a column matrix and vice versa.
The symbol we use for the transpose of the matrix is $T$.

Thus,

$$A^T = [18 \ 19 \ 18 \ 18 \ 22 \ 19 \ 34]$$

where

$$A = \begin{bmatrix} 18 & 19 \\ 18 & 18 \\ 18 & 22 \\ 19 & 34 \end{bmatrix}$$

Note: The transpose of a $m \times n$ matrix is $n \times m$
Example: Transpose of a matrix

a) Write down the transpose of \( \begin{bmatrix} 7 & 4 \\ 8 & 1 \end{bmatrix} \)

b) Write down the matrix \( \begin{bmatrix} 0 & 1 & 2 \\ 3 & 2 & 5 \end{bmatrix}^T \)

c) If \( C = [2 \ 0 \ 1] \), write down the matrix \( C^T \)

On the CAS

a) On a Calculator page, define matrix \( A \) and \( B \). To do this, press:
   MENU, 1: Actions, 1: Define
   Complete the entry line as:
   \( \text{Define } a = \begin{bmatrix} 7 & 4 \\ 8 & 1 \end{bmatrix} \) then press \( \text{enter} \)
   Note: Matrix templates can be found in the Maths expression template. To access this, press \( \text{Math} \)
   Now type \( A \) (note: the CAS makes it \textbf{bold} because it is defined)

   To get the transpose function:
   Press \( \text{Menu}, 7 \) Matrix & Vector, 2
   Transpose, \( \text{enter} \)

b) press \( \text{Menu} \) Then press \( \text{Math} \)
   Choose 2 rows and 3 columns
   Enter the values in the matrix
   \( \begin{bmatrix} 0 & 1 & 2 \\ 3 & 2 & 5 \end{bmatrix} \)

   To get the transpose function:
   Press \( \text{Menu}, 7 \) Matrix & Vector, 2
   Transpose, \( \text{enter} \)
Square Matrix
A matrix with an equal number of rows and columns is called a square matrix

\[
D = \begin{bmatrix} 2 & 5 & 4 \\ 1 & 2 & 1 \\ 3 & -2 & 0 \end{bmatrix} \quad \quad E = \begin{bmatrix} 4 & 2 \\ -5 & 7 \end{bmatrix}
\]

Diagonal matrix
A square matrix that has non-zero elements on the main diagonal and zeros in all other positions is called a diagonal matrix

\[
F = \begin{bmatrix} 7 & 0 & 0 \\ 0 & 5 & 0 \\ 0 & 0 & 6 \end{bmatrix}
\]

Zero matrix
A zero matrix consists only of elements that are 0.

\[
G = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}
\] is a 2×2 zero matrix

Two matrices are equal if they are of the same order and all corresponding elements are equal.

\[
\begin{bmatrix} 1 & 0 & 2 & 4 \\ 2 & -1 & 3 & 5 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 2 & 4 \\ 2 & -1 & 3 & 5 \end{bmatrix}
\]

These two 2×4 matrices are equal as the corresponding elements are equal.

Symmetrical matrix
A symmetrical matrix needs to be a square matrix. Matrix A is symmetric if \( A = A^T \), where \( A^T \) is the transpose matrix.

The elements with respect to the main diagonal are symmetric in a symmetric matrix, so \( a_{ij} = a_{ji} \) for all indices \( i \) and \( j \).

The following matrix is a 3×3 symmetric matrix, where the black numbers represent the main diagonal

\[
\begin{bmatrix} 1 & 3 & -7 \\ 3 & 5 & 9 \\ -7 & 9 & 2 \end{bmatrix}
\]

Triangular matrix
A triangular matrix is a type of square matrix.

A triangular matrix can be labelled a lower triangular matrix if all elements above the main diagonal are zero. However, if all elements below the main diagonal are zero, then it is called an upper triangular matrix.

The following are both 3×3 triangular matrices.

Lower triangular matrix

\[
\begin{bmatrix} 3 & 0 & 0 \\ 8 & 5 & 0 \\ 7 & -2 & 4 \end{bmatrix}
\]

Upper triangular matrix

\[
\begin{bmatrix} 1 & -3 & -1 \\ 0 & 5 & 8 \\ 0 & 0 & 2 \end{bmatrix}
\]

Binary matrix
A matrix that consists only of elements that are either 0 or 1 is known as a binary matrix.
Worked Example 1

For each of the following matrices, give the order and an appropriate name (if it can be categorised). Where possible, write the 2, 1 element and the position of the number 3 in $x_{ij}$ form.

$$A = \begin{bmatrix} 3 & 0 & 0 \\ 0 & 5 & 0 \\ 0 & 0 & 4 \end{bmatrix}, B = \begin{bmatrix} 7 & 3 & 1 \end{bmatrix}, C = \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix}, D = \begin{bmatrix} 9 & 7 & -5 \\ 7 & -1 & 4 \\ -5 & 4 & 3 \end{bmatrix}, E = \begin{bmatrix} -2 & 12 & 3 \\ 0 & 4 & -2 \\ 0 & 0 & 6 \end{bmatrix}$$

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Order</th>
<th>Name</th>
<th>Element 2,1</th>
<th>The number 3 position</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using matrices to store data

Matrices are useful for recording and storing bivariate data (data that depend on two categories). They can also keep track of the coefficients of systems of numbers in a simple two-dimensional format. For storing data, whether the data are organised in a row or column need not be specified; they are shown in the same manner as the original data format.

$3x + 2y = 5$
$2x - 6y = 2$ gives

Simultaneous equations follow the convention of organising the variables into columns and the coefficients into rows.

Matrices are usually presented without headings or labels on the rows and columns.
Worked Example 2

a) Generate a matrix to show the number of major country roads between five nearby townships in the network below.

b) Generate a matrix to represent the following two-way frequency table for party preferences of females and males.

<table>
<thead>
<tr>
<th>Party preference</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>Liberal</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td>34</td>
<td>23</td>
</tr>
</tbody>
</table>

c) Generate a 2 × 2 matrix to represent the information provided in the following scenario. Omit the totals from your matrix.

‘In a survey, 139 women and 102 men were asked whether they approved or disapproved of a proposed freeway. Thirty-seven women and 79 men approved of the freeway.’
Addition and subtraction

Matrices can be added or subtracted by applying the usual rules of arithmetic on corresponding elements of the matrices. It follows that:

1. Addition and subtraction of matrices can be performed only if the matrices are of the same order.
2. Addition and subtraction of matrices is performed by adding or subtracting corresponding elements.

Worked Example 3

Given the following matrices

\[
A = \begin{bmatrix} 2 & 4 \\ 3 & -2 \end{bmatrix}, B = \begin{bmatrix} 1 & 6 \\ 8 & 2 \end{bmatrix}, C = \begin{bmatrix} 2 & 3 & -1 \\ 4 & -2 & 5 \end{bmatrix}, D = \begin{bmatrix} 5 & 2 \\ 4 & -2 \\ 3 & -2 \end{bmatrix}
\]

find, if possible:

a) \(A + B = \begin{bmatrix} 2 & 4 \\ 3 & -2 \end{bmatrix} + \begin{bmatrix} 1 & 6 \\ 8 & 2 \end{bmatrix}\)

b) \(B + A = \begin{bmatrix} 1 & 6 \\ 8 & 2 \end{bmatrix} + \begin{bmatrix} 2 & 4 \\ 3 & -2 \end{bmatrix}\)

c) \(B - C = \begin{bmatrix} 1 & 6 \\ 8 & 2 \end{bmatrix} - \begin{bmatrix} 2 & 3 & -1 \\ 4 & -2 & 5 \end{bmatrix}\)

d) \(B - A = \begin{bmatrix} 1 & 6 \\ 8 & 2 \end{bmatrix} - \begin{bmatrix} 2 & 4 \\ 3 & -2 \end{bmatrix}\)

e) \(D - C = \begin{bmatrix} 5 & 2 \\ 4 & -2 \\ 3 & -2 \end{bmatrix} - \begin{bmatrix} 2 & 3 & -1 \\ 4 & -2 & 5 \end{bmatrix}\)

Scalar multiplication

Consider the matrix \(A = \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix}\) Then \(A + A = \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix} + \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix} = \begin{bmatrix} 2 & 10 \\ 8 & -2 \end{bmatrix}\)

And \(A + A + A = \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix} + \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix} + \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix} = \begin{bmatrix} 3 & 15 \\ 12 & -6 \end{bmatrix}\)

We know from basic algebra that \(A + A + A = 3A\). So, we can write

\[3A = 3 \begin{bmatrix} 1 & 5 \\ 4 & -2 \end{bmatrix} = \begin{bmatrix} 3 & 15 \\ 12 & -6 \end{bmatrix}\]
In the expression $3A$, the number $3$ is called a *scalar*, and the term $3A$ is an example of *scalar multiplication* of matrices.

We can also multiply by a scalar fraction, which is equivalent to dividing by the denominator of said fraction.

\[
\frac{1}{2} \begin{bmatrix} 2 & 4 \\ 8 & 12 \end{bmatrix} = \begin{bmatrix} \frac{2}{2} & \frac{4}{2} \\ \frac{8}{2} & \frac{12}{2} \end{bmatrix} = \begin{bmatrix} 1 & 2 \\ 4 & 6 \end{bmatrix}, \quad \text{or} \quad \frac{2}{3} \begin{bmatrix} 3 & 6 \\ 15 & 12 \end{bmatrix} = \begin{bmatrix} \frac{2 \times 3}{3} & \frac{2 \times 6}{3} \\ \frac{15}{3} & \frac{12}{3} \end{bmatrix} = \begin{bmatrix} \frac{6}{3} & \frac{12}{3} \\ \frac{30}{3} & \frac{24}{3} \end{bmatrix} = \begin{bmatrix} 2 & 4 \\ 10 & 8 \end{bmatrix}
\]

When a matrix is multiplied by a scalar, each element in the matrix is multiplied by the scalar. The order of the matrix remains unchanged.

**Worked Example 4**

Given the following two matrices:

\[
A = \begin{bmatrix} 2 & 6 \\ -1 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 3 & 6 \\ 1 & 3 \end{bmatrix}
\]

find:

a) $2A = 2 \begin{bmatrix} 2 \\ -1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} = \begin{bmatrix} 12 \\ -6 \end{bmatrix}$

b) $0.4B = 0.4 \begin{bmatrix} 3 \\ 1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} = \begin{bmatrix} 2.4 \\ 1.2 \end{bmatrix}$

c) $3A + 4A = 3 \begin{bmatrix} 2 \\ -1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} + 4 \begin{bmatrix} 2 \\ -1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} = \begin{bmatrix} 18 \\ 6 \end{bmatrix}$

d) $A + \frac{1}{3}B = \begin{bmatrix} 2 \\ -1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} + \frac{1}{3} \begin{bmatrix} 3 \\ 1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} = \begin{bmatrix} 8 \\ 5 \end{bmatrix}$

e) $3(A + B) = 3 \left( \begin{bmatrix} 2 \\ -1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} + \begin{bmatrix} 3 \\ 1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix} \right) = \begin{bmatrix} 30 \\ 18 \end{bmatrix}$

**Matrix operations on the CAS calculator**

The matrix operations performed in the previous worked example can be completed on a CAS calculator as follows.

On a Calculator page, define matrices $A$ and $B$. To do this, press:

**MENU** 1: Actions, 1: Define

Complete the entry line as:

Define $a = \begin{bmatrix} 2 \\ -1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix}$

Repeat these steps to define matrix $B$.

Define $b = \begin{bmatrix} 3 \\ 1 \end{bmatrix} \begin{bmatrix} 6 \\ 3 \end{bmatrix}$

Note: Matrix templates can be found in the Maths expression template. To access this, press **nt**
To calculate $2A$, complete the entry line as:

$$2 \times a$$

Then press ENTER [enter].

To calculate $0.4B$, complete the entry line as:

$$0.4 \times b$$

Then press ENTER [enter].

To calculate $3A + 4A$, complete the entry line as:

$$3 \times a + 4 \times a$$

Then press ENTER ··.

Etc...

**Properties of addition of matrices**

The following list is a summary of properties of addition of matrices. These properties hold true when $A$, $B$ and $C$ are $m \times n$ matrices, $k$ and $c$ are constants and $O$ is a zero matrix (a matrix with all elements equal to zero).

**Simple matrix equations**

To solve an algebraic equation such as $4x - 3 = 5$

1. add 3 to both sides to obtain $4x - 3 + 3 = 5 + 3$ or $4x = 8$

2. divide both sides by 4 (or multiply by $\frac{1}{4}$) to obtain $x = 2$.

Simple matrix equations that require the addition or subtraction of a matrix or multiplication of a scalar can be solved in a similar way.

**Worked Example 5**

Solve the following matrix equations.

a) $5E = \begin{bmatrix} 20 & 15 & -5 \\ 5 & 0 & 12 \end{bmatrix}$

b) $D + \begin{bmatrix} 2 & -4 \\ 3 & 2 \end{bmatrix} = \begin{bmatrix} 7 & 2 \\ 1 & 5 \end{bmatrix}$

c) If $A = \begin{bmatrix} 2 & 6 \\ -1 & 3 \end{bmatrix}$ and $B = \begin{bmatrix} 3 & 6 \\ 1 & 3 \end{bmatrix}$, find $C$ if $2C + A = 3B$
Worked Example 6
A retail chain of three stores has an inventory of three models each of televisions and DVD players, represented as matrices as follows. The first column represents the televisions and the second column represents the DVD players. Each row represents a different model.

\[
\begin{align*}
\text{Store A} & = \begin{bmatrix} 12 & 21 \\ 5 & 12 \\ 3 & 7 \end{bmatrix} & \text{Store B} & = \begin{bmatrix} 23 & 32 \\ 8 & 15 \\ 1 & 11 \end{bmatrix} & \text{Store C} & = \begin{bmatrix} 5 & 17 \\ 2 & 12 \\ 0 & 14 \end{bmatrix}
\end{align*}
\]

a) If the third row represents the most expensive models, which store has the most models of expensive televisions?

b) Give the matrix that would represent the total stock of televisions and DVD players for all three stores.

The wholesale price (in dollars) of each model of television and DVD player is presented in the following matrix.

\[
\begin{bmatrix}
100 & 30 \\
250 & 80 \\
400 & 200 \\
\end{bmatrix}
\]

c) If the wholesale prices are marked up by 50%, calculate the recommended retail prices.

d) Store C wishes to have a sale. If it discounts all retail prices by 10%, represent the discounted prices as a matrix.
8.4 Multiplying matrices

**The multiplication rule**

Two matrices can be multiplied if the number of columns in the first matrix is equal to the number of rows in the second matrix.

For example

\[
\begin{bmatrix}
1 & 2 & 3 \\
2 & 4 & 5
\end{bmatrix} \times \begin{bmatrix}
1 & 2 & 3 \\
2 & 0 & 1 \\
3 & -4 & 0 \\
\end{bmatrix}
\]

The number of columns in the first matrix is 3 and the number of rows in the second matrix is 3. It is possible for these two matrices to be multiplied. A way to remember this is to write the order of each matrix beside each other as shown.

\[2 \times 3 \times 3 \times 4\]

If the two inner numbers (shown in bold) are the same, it is possible to multiply the matrices.

The order of the resulting matrix is the outer two numbers.

In the multiplication shown above, the order is ____________

If the two inner numbers are not the same, then it will not be possible to multiply the matrices.

**If matrix A is of order m × n and matrix B is of order n × p, then A × B exists and its order is m × p.**

Can the following matrices be multiplied?

\[
\begin{bmatrix}
1 & 2 & 3 \\
2 & 0 & 5 \\
3 & -4 & 2
\end{bmatrix} \times \begin{bmatrix}
1 & 2 & 3 \\
2 & 4 & 6
\end{bmatrix}
\]

**When multiplying two matrices, we multiply the rows of the first matrix by the columns of the second matrix.**

When preparing to multiply to two matrices, the order of the resultant matrix should be established first.

The following example shows how two 2 × 2 matrices are multiplied. (The resulting matrix will be of order 2 × 2.)

\[
\begin{bmatrix}
1 & 2 \\
3 & 4
\end{bmatrix} \times \begin{bmatrix}
5 & 7 \\
6 & 8
\end{bmatrix}
\]

Each row of the first matrix is multiplied by each column of the second matrix:

\[
\begin{bmatrix}
1 \times 5 + 2 \times 6 \\
3 \times 5 + 4 \times 6
\end{bmatrix} \times \begin{bmatrix}
1 \times 7 + 2 \times 8 \\
3 \times 7 + 4 \times 8
\end{bmatrix}
\]

As long as the number of columns in the first matrix is equal to the number of rows in the second matrix, the method highlighted above can be used to multiply the matrices.
The procedure is repeated for two 3 × 3 matrices as shown.

If \( A = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix} \) and \( B = \begin{bmatrix} b_{11} & b_{12} & b_{13} \\ b_{21} & b_{22} & b_{23} \\ b_{31} & b_{32} & b_{33} \end{bmatrix} \), then

\[
A \times B = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix} \times \begin{bmatrix} b_{11} & b_{12} & b_{13} \\ b_{21} & b_{22} & b_{23} \\ b_{31} & b_{32} & b_{33} \end{bmatrix} = \begin{bmatrix} a_{11} \times b_{11} + a_{12} \times b_{21} + a_{13} \times b_{31} & a_{11} \times b_{12} + a_{12} \times b_{22} + a_{13} \times b_{32} & a_{11} \times b_{13} + a_{12} \times b_{23} + a_{13} \times b_{33} \\ a_{21} \times b_{11} + a_{22} \times b_{21} + a_{23} \times b_{31} & a_{21} \times b_{12} + a_{22} \times b_{22} + a_{23} \times b_{32} & a_{21} \times b_{13} + a_{22} \times b_{23} + a_{23} \times b_{33} \\ a_{31} \times b_{11} + a_{32} \times b_{21} + a_{33} \times b_{31} & a_{31} \times b_{12} + a_{32} \times b_{22} + a_{33} \times b_{32} & a_{31} \times b_{13} + a_{32} \times b_{23} + a_{33} \times b_{33} \end{bmatrix}
\]

The rows of the first matrix are multiplied by the columns of the second matrix.

When preparing to multiply two matrices, the order of the resultant matrix should be established first.

**Worked Example 7**

Given three matrices

\[
A = \begin{bmatrix} 1 & 4 \\ 3 & 0 \end{bmatrix}, B = \begin{bmatrix} 2 \\ 1 \\ -2 \end{bmatrix}, C = \begin{bmatrix} 3 & 2 \\ 4 & 1 \end{bmatrix}
\]

a) write the order of the three matrices

\[
A = _________ \quad B = _________ \quad C = _________
\]

b) find which of the following products exist

i) \( AB = \)

ii) \( AC = \)

iii) \( BA = \)

iv) \( CA = \)

c) write the order for the products that exist

\[
\begin{bmatrix} 1 & 4 \\ 3 & 0 \end{bmatrix} \times \begin{bmatrix} 2 \\ 1 \\ -2 \end{bmatrix} = \begin{bmatrix} 3 & 2 \\ 4 & 1 \end{bmatrix}
\]

\[
\begin{bmatrix} 2 \\ 1 \\ -2 \end{bmatrix} \times \begin{bmatrix} 1 & 4 \\ 3 & 0 \end{bmatrix} = \begin{bmatrix} 3 & 2 \\ 4 & 1 \end{bmatrix}
\]

\[
\begin{bmatrix} 3 & 2 \\ 4 & 1 \end{bmatrix} \times \begin{bmatrix} 1 & 4 \\ 3 & 0 \end{bmatrix} = \begin{bmatrix} 3 & 2 \\ 4 & 1 \end{bmatrix}
\]

d) calculate the products that exist.
### Worked Example 7 - CAS Calculator AC can be calculated as follows.

Open a Calculator page and define matrices A, B and C.

**MENU menu 1: Actions**

1. Define matrices:

<table>
<thead>
<tr>
<th>Define a =</th>
<th>Define b =</th>
<th>Define c =</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
1 & 4 \\
3 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
1 & 1 \\
1 & 2
\end{bmatrix}
\] | \[
\begin{bmatrix}
3 & 2 \\
4 & 1
\end{bmatrix}
\] |

Press ENTER after each entry.

Complete the entry lines as:

- Complete the entry lines as:
  - \( a \times c \)
  - Press ENTER after each entry if the product exists, as with AC, the solution will be shown.

- Complete the entry lines as:
  - \( a \times b \)
  - Press ENTER. If the product does not exist, as with \( AB \), an error message will appear, stating there is a dimension error.

### The identity matrix

In worked example 7, the multiplication of \( AC \) and \( CA \) did not produce the same answer. It can be said that matrix multiplication is not commutative. In general, for two matrices \( A \) and \( B \),

\[
AB \neq BA.
\]

However, there is one exception where a matrix multiplication is commutative. The following situation demonstrates this.

Let \( A = \begin{bmatrix} 1 & 4 \\ 3 & 5 \end{bmatrix} \) and \( B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \)

\[
AB = \begin{bmatrix} 1 & 4 \\ 3 & 5 \end{bmatrix} \times \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 \times 1 + 4 \times 0 & 1 \times 0 + 4 \times 1 \\ 3 \times 1 + 5 \times 0 & 3 \times 0 + 5 \times 1 \end{bmatrix} = \begin{bmatrix} 1 & 4 \\ 3 & 5 \end{bmatrix}
\]

\[
BA = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \times \begin{bmatrix} 1 & 4 \\ 3 & 5 \end{bmatrix} = \begin{bmatrix} 1 \times 1 + 0 \times 3 & 1 \times 4 + 0 \times 1 \\ 0 \times 1 + 1 \times 3 & 0 \times 4 + 1 \times 5 \end{bmatrix} = \begin{bmatrix} 1 & 4 \\ 3 & 5 \end{bmatrix}
\]

A square matrix with the number 1 for all the elements on the main diagonal and 0 for all the other elements is called an *identity matrix*. The identity matrix can only be defined for square matrices.

\[
AI = IA = A \text{ where } A \text{ is a square matrix and } I \text{ is the identity matrix of the same order as } A.
\]
The Summation matrix

A row or column matrix in which all the elements are 1 is called a summing matrix or summation matrix.

These matrices are examples of summing matrices.

\[
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\]

The rules for using a summing matrix to sum the rows and columns of a matrix follow.

**Using matrix multiplication to sum the rows and columns of a matrix**

- To sum the rows of a \( m \times n \) matrix, post-multiply the matrix by a \( n \times 1 \) summing matrix.
- To sum the columns of a \( m \times n \) matrix, pre-multiply the matrix by a \( 1 \times m \) summing matrix.

**Example Using matrix multiplication to sum rows and columns of a matrix.**

Use matrix multiplication to generate a matrix that:

a) gives a column sum matrix of

\[
\begin{bmatrix}
1 & 3 \\
2 & 4 \\
\end{bmatrix}
\]

b) gives a row sum matrix of the matrix

\[
\begin{bmatrix}
1 & 3 & 0 \\
2 & 6 & 7 \\
3 & 0 & 1 \\
\end{bmatrix}
\]

c) gives a column sum matrix of the following matrix

\[
\begin{bmatrix}
2 & 5 & -1 & -3 & 4 \\
0 & 6 & 2 & -2 & 3 \\
\end{bmatrix}
\]

a) To sum the columns of 2\( \times \)2 matrix, pre-multiply by a 1\( \times \)2 summing matrix

\[
\begin{bmatrix}
1 & 1 \\
2 & 4 \\
\end{bmatrix}
\begin{bmatrix}
1 \\
3 \\
0 \\
\end{bmatrix} = [1 \times 1 + 1 \times 2 \quad 1 \times 3 + 1 \times 4] = [1 + 2 \quad 3 + 4] = [3 \quad 7]
\]

b) To sum the rows of a 3\( \times \)3 matrix, post-multiply by a 3\( \times \)1 summing matrix

\[
\begin{bmatrix}
1 & 3 & 0 \\
2 & 6 & 7 \\
3 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
1 \\
\end{bmatrix} = [1 \times 1 + 3 \times 1 + 0 \times 1] + [2 \times 1 + 6 \times 1 + 7 \times 1] + [3 \times 1 + 0 \times 1 + 1 \times 1] = [1 + 3 + 0] + [2 + 6 + 7] + [3 + 0 + 1] = [4 \quad 15 \quad 15]
\]

c) To sum the columns of 2\( \times \)5 matrix, pre-multiply by a 1\( \times \)2 summing matrix

\[
\begin{bmatrix}
1 & 1 \\
2 & 5 & -1 & -3 & 4 \\
0 & 6 & 2 & -2 & 3 \\
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
\end{bmatrix} = [1 \times 2 + 1 \times 0 \quad 1 \times 5 + 1 \times 6 \quad 1 \times -1 + 1 \times 2 \quad 1 \times -3 + 1 \times -2 \quad 1 \times 4 + 1 \times 3]
\]

\[
= [2 \quad 11 \quad 1 \quad -5 \quad 7]
\]
Permutation matrix

Recall that a binary matrix is a matrix that consists of elements that are all either 0 or 1. Just like the identity matrix being a special type of a binary matrix, a permutation matrix is another special type. A permutation matrix is an $n \times n$ matrix that is a row or column permutation of the identity matrix. Permutation matrices reorder the rows or columns of another matrix via multiplication. If $Q$ is a matrix and $P$ is a permutation matrix, then:

- $QP$ is a column permutation of $Q$
- $PQ$ is a row permutation of $Q$

post-multiplying gives a column permutation and pre-multiplying gives a row permutation.

Given $Q = \begin{bmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9 \end{bmatrix}$ and $P = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}$, then:

- $QP = \begin{bmatrix} 2 & 3 & 1 \\ 5 & 6 & 4 \\ 8 & 9 & 7 \end{bmatrix}$ which is a column permutation of $Q$. This is because the permutation matrix $P = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}$ has 1’s in the positions $a_{13}$, $a_{21}$ and $a_{32}$, and so column 1 $\to$ 3, column 2 $\to$ 1 and column 3 $\to$ 2.

- $PQ = \begin{bmatrix} 7 & 8 & 9 \\ 1 & 2 & 3 \\ 4 & 5 & 6 \end{bmatrix}$ which is a row permutation of $Q$. This is because the permutation matrix $P = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}$ has 1s in the positions $a_{13}$, $a_{21}$ and $a_{32}$, the row changes are row 3 $\to$ 1, row 1 $\to$ 2 and row 2 $\to$ 3.

Worked Example 8

Given the matrix $R = \begin{bmatrix} 7 & 3 & -1 \\ 6 & 5 & 2 \\ -3 & 9 & 8 \end{bmatrix}$ and the permutation matrix, $P = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}$

answer the following:

a) What type permutation is $RP$?

b) Which column does not change when performing a column permutation of $R$?

c) When performing a row permutation of $R$, which row does row 2 go to?
Properties of multiplication of matrices

The following list is a summary of properties of multiplication of matrices. These properties hold true when $A$, $B$ and $C$ are $m \times n$ matrices, $I$ is an identity matrix and $O$ is a zero or null matrix (a matrix with all elements equal to zero).

<table>
<thead>
<tr>
<th>Property</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Associative</td>
<td>$(AB)C = A(BC)$</td>
</tr>
<tr>
<td>Identity</td>
<td>$AI = A = IA$</td>
</tr>
<tr>
<td>Distributive</td>
<td>$(A + B)C = AC + BC$</td>
</tr>
<tr>
<td></td>
<td>$C(A + B) = CA + CB$</td>
</tr>
<tr>
<td>Zero matrix</td>
<td>$AO = O = OA$</td>
</tr>
</tbody>
</table>

Worked Example 9

‘Soundsmart’ has three types of televisions priced at $350, $650 and $890 and three types of DVD players priced at $69, $120 and $250. The store owner wishes to mark up the prices of the televisions by 12% and mark down the prices of the DVD players by 10%.

a) Show the prices of the televisions and the DVD players as a suitable matrix.

b) Show the matrix obtained by marking up the prices of the televisions by 12% and marking down the prices of the DVD players by 10%.

c) Use matrix multiplication to calculate the new prices (correct to the nearest dollar).
Worked Example 10

The number of desktop and notebook computers sold by four stores is given in the table below.

<table>
<thead>
<tr>
<th></th>
<th>Desktop</th>
<th>Notebook</th>
</tr>
</thead>
<tbody>
<tr>
<td>Store A</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Store B</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Store C</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Store D</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

If the desktop computers were priced at $1500 each and the notebook computers at $2300 each, find using matrix operations:

a) the total sales figures of each computer at each store

b) the total sales figures for each store

c) the store that had the highest sales figures for
   i) desktop computers
   ii) total sales.
8.5 Multiplicative inverse and solving matrix equations

Recall, that any number multiplied by its reciprocal (inverse) equals 1. For example, \( \frac{8 \times 1}{8} = 1 \)

Now, consider the matrix multiplication below.

\[
\begin{bmatrix}
2 & 3 \\
3 & 5
\end{bmatrix} \times \begin{bmatrix}
5 & -3 \\
-3 & 2
\end{bmatrix} = \begin{bmatrix}
2 \times 5 + 3 \times -3 & 2 \times -3 + 3 \times 2 \\
3 \times 5 + 5 \times -3 & 3 \times -3 + 5 \times 2
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\]

Notice that the answer is the identity matrix \( (I) \). This means that one matrix is the multiplicative inverse of the other.

\( A^{-1} \) is used to denote the multiplicative inverse of \( A \). (\( A \) must be a square matrix.)

**If \( AA^{-1} = A^{-1}A = I \), then \( A^{-1} \) is called the multiplicative inverse of \( A \).**

**Finding the inverse of a square 2×2 matrix**

Use the following steps.

Find the inverse of \( A \) if: 

\[
A = \begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
\]

**Step 1.** Calculate \( ad - bc \), 

\[
\det A = ad - bc
\]

This is called the determinant of matrix \( A \), commonly written as \( \det A \) or \( |A| \)

**Step 2.** Swap the elements on the main diagonal

and multiply the elements of the other diagonal by \( -1 \)

\[
\begin{bmatrix}
d & -b \\
-c & a
\end{bmatrix}
\]

**Step 3.** Multiply this matrix by \( \frac{1}{ad-bc} \)

\[
A^{-1} = \frac{1}{ad-bc} \begin{bmatrix}
d & -b \\
-c & a
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{d}{ad-bc} & \frac{-b}{ad-bc} \\
\frac{-c}{ad-bc} & \frac{a}{ad-bc}
\end{bmatrix}
\]
Worked Example 11
Calculate the determinants of the following matrices.

\[
A = \begin{bmatrix} 3 & 4 \\ 2 & -3 \end{bmatrix}, \quad B = \begin{bmatrix} 6 & 3 \\ 2 & 2 \end{bmatrix}, \quad C = \begin{bmatrix} 4 & 8 \\ 3 & 6 \end{bmatrix}
\]

\[
\Delta = \quad \Delta = \quad \Delta = 
\]

Singular matrices
Notice that the determinant of matrix \( C \) in Worked example 11 was 0. For any matrix that has a determinant of 0, it is impossible for an inverse to exist. This is because \( \frac{1}{0} \) is undefined. A matrix with a determinant equal to 0 is called a singular matrix. If the determinant of a matrix is not 0, it is called a regular matrix.

Worked Example 12
If \( A = \begin{bmatrix} 3 & 5 \\ 2 & 4 \end{bmatrix} \), find its inverse, \( A^{-1} \)

Worked Example 12 CAS Calculator
Open a Calculator page and define the matrix \( A \). To do this, complete the entry line as:

\[
define \ a = \begin{bmatrix} 3 & 5 \\ 2 & 4 \end{bmatrix}
\]

Then press ENTER.
To find the determinant, complete the entry line as:

\[
det(a)
\]

Then press ENTER.
To find the inverse of matrix \( A \), complete the entry line as:

\[
a^{-1}
\]

Then press ENTER.

Note: Some CAS calculators will show the matrix elements as fractions. Where possible, you should move fractional scalars common to each element outside the matrix (similar to factorising algebraic expressions). In the above example this would be:

\[
A^{-1} = \begin{bmatrix} 4 & -5 \\ 2 & 2 \\ -2 & 3 \\ 2 & 2 \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 4 & -5 \\ -2 & 3 \\ 2 & 2 \end{bmatrix}
\]

For matrices of a higher order than \( 2 \times 2 \), for example, \( 3 \times 3 \), \( 4 \times 4 \), and so on, use the CAS to find the inverse (and determinant).
Further matrix equations

Recall to solve $4x = 9$, we divide both sides by 4 (or multiply both sides by $\frac{1}{4}$) to get $x$.
A matrix equation of the type $AX = B$ is solved in a similar manner.
Both sides of the equation are multiplied by $A^{-1}$.
The order of multiplying matrices is important, Remember, for matrices $AX$ and $XA$ are different.

Solving for $X$ in the following situations:

1. For $AX = B$
   - Pre-multiply by $A^{-1}$
     
     $A^{-1}AX = A^{-1}B$
     
     $IX = A^{-1}B$
     
     $X = A^{-1}B$ Since $A^{-1}A = I$

2. For $XA = B$
   - Post-multiply by $A^{-1}$
     
     $XAA^{-1} = BA^{-1}$
     
     $XI = BA^{-1}$ Since $AA^{-1} = I$
     
     $X = BA^{-1}$ Since $XI = X$

Worked Example 13

For the given matrices, $A = \begin{bmatrix} 2 & 5 \\ -1 & 3 \end{bmatrix}$ and $B = \begin{bmatrix} 16 & -3 \\ 3 & 7 \end{bmatrix}$, solve for the unknown matrix $X$ if:

a) $AX = B$

b) $AX = \begin{bmatrix} 13 \\ -1 \end{bmatrix}$
8.6 Dominance and communication matrices

A directed graph (or digraph) is a graph or network where every edge has a direction. Directed graphs can be used to represent many situations, such as traffic flow, competitions between teams or the order of activities in a production line.

Reachability

Reachability is the concept of how it is possible to go from one vertex in a directed network to another. The different pathways that link the vertices are analysed.

In the network shown, there are numerous possible pathways (routes) from town A to town C. There are two pathways that go directly from A to C, without passing through B. If a one-stage pathway is one that includes one edge there are two one-stage pathways from A to C.

There are also two pathways that go from A to C via B. These are called two-stage pathways. A two-stage pathway is one that contains two edges only.

The indegree is the number of edges moving into a vertex and the outdegree is the number of edges moving away from a vertex.

There are no routes entering town A but there are four leaving it. So:

For A the indegree = 0, while its outdegree = 4.

For B the indegree = 2 and the outdegree = 1.

For C the indegree = 3 and the outdegree = 0.

A is called the source and C is called the sink of this network.

Matrix representation

The one-stage and two-stage pathways for a directed network can be represented in matrix form. The matrix here displays all of the possible one-stage pathways for the previous network. It is commonly known as the adjacency matrix and is denoted by A.

The matrix shows that there are two one-stage pathways from A to B and two one-stage pathways from A to C. There is also a one-stage pathway from B to C. Notice that the sum of each row is equal to the outdegree of each vertex and the sum of each column is equal to the indegree of each vertex. This can be a useful tip to ensure you have completed the adjacency matrix correctly.

The matrix here displays all of the possible two-stage pathways of the network. This matrix is denoted by A^2.

There are two two-stage pathways from A to C (via B).
Worked example 14

Wendy is a businessperson working in Town A and wishes to meet with a colleague in Town D. She also needs to pick up some documents from Town B to take to the meeting.

a) Find the number of two-stage paths that Wendy could take and name them.

b) Find the number of three-stage paths that Wendy could take and name them.

c) Represent the one-stage and two-stage pathways of the directed network in matrix form.

\[
\begin{align*}
\text{To} & \\
A & B & C & D \\
A & & & \\
B & C & & \\
C & & D & \\
D & & & \\
\end{align*}
\]

\[
\begin{align*}
\text{From} & \\
A & B & C & D \\
A & & & \\
B & C & & \\
C & & D & \\
D & & & \\
\end{align*}
\]

\[
A = \\
\]

\[
, A^2 = \\
\]
Dominance

If an edge in a directed network moves from A to B, then it can be said that A is dominant, or has a greater influence, over B. If an edge moves from B to C, then B is dominant over C. However, we often wish to find the dominant vertex in a network; that is, the vertex that holds the most influence over all the other vertices.

This may be clearly seen by inspection, by examining the pathways between the vertices. It may be the vertex that has the most edges moving away from it. Generally speaking, if there are more ways to go from A to B than there are to go from B to A, then A is the dominant vertex.

In Worked example 14, town A is dominant over all the other vertices (towns) as it has edges moving to each of the other vertices. Similarly, B has edges moving to C and D, so B is dominant over C and D and C is dominant over D. Using this inspection technique, we can list the vertices in order of dominance from A then B then C and finally D.

A more formal approach to determine a dominant vertex can be taken using matrix representation. Using the matrices from Worked example 14, this approach is outlined below.

Take the matrices that represent the one-stage pathways (the adjacency matrix, A) and two-stage pathways ($A^2$) and add them together. (When adding matrices, simply add the numbers in the corresponding positions.)

$$
\begin{bmatrix}
0 & 2 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
+ 
\begin{bmatrix}
0 & 0 & 2 & 3 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
= 
\begin{bmatrix}
0 & 2 & 3 & 4 \\
0 & 1 & 2 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
$$

The resulting matrix, which we will call the dominance matrix, consists of all the possible one- and two-stage pathways in the network. By taking the sum of each row in this matrix, we can determine the dominant vertex. The dominant vertex belongs to the row that has the highest sum.

The first row corresponds with vertex A and has a sum of 9. Row 2 (vertex B) has a sum of 3, row 3 (vertex C) has a sum of 1 and row 4 (vertex D) has a sum of 0. The highest sum is 9, so the dominant vertex is A. The order of dominance is the same as for the inspection technique described earlier.

This formal approach just described is not the only technique used to determine dominance in a network. Other approaches are possible, but this section will concentrate only on the inspection technique and summing the rows of the matrix that results from $A + A^2$.

The concept of dominance can be applied to various situations such as transportation problems, competition problems and situations involving relative positions.
Worked Example 15
The results of a round robin (each competitor plays each other once) tennis competition are represented by the directed graph at right.

a) By inspection, determine the dominant vertex (dominant competitor); that is, the winner. Rank the competitors in finishing order.

b) Confirm your answer to part a by finding the matrix, $A + A^2$, and summing the rows of this matrix.

$$A = \begin{bmatrix} \text{[Matrix elements]} \end{bmatrix}$$

$$A^2 = \begin{bmatrix} \text{[Matrix elements]} \end{bmatrix}$$

$$A + A^2 = \begin{bmatrix} \text{[Matrix elements]} \end{bmatrix}$$

Communication
From Worked example 15 we looked at results of a round robin tennis competition. This is where one competitor either wins or loses to another competitor. Thus, the network has arrows going only one way. A communication network has the ability of the arrows to travel both ways. A communication network contains a set of people where they can have a one-way or two-way communication link. A two-way communication link could be via phone. We can set up communication matrices from communication networks.
Worked Example 16
Find the communication matrix from the following communication network.

\[
\begin{array}{cccc}
A & B & C & D \\
A \\
B \\
C \\
D \\
\end{array}
\]

\[
\begin{array}{cccc}
A & B & C & D \\
A \\
B \\
C \\
D \\
\end{array}
\]

\[
\begin{array}{cccc}
A & B & C & D \\
A \\
B \\
C \\
D \\
\end{array}
\]

\[
\begin{array}{cccc}
A & B & C & D \\
A \\
B \\
C \\
D \\
\end{array}
\]
8.7 Application of matrices to simultaneous equations

Matrices can be used to solve linear simultaneous equations. The following technique demonstrates how to use matrices to solve simultaneous equations involving two unknowns.

Consider a pair of simultaneous equations in the form:

\[ ax + by = e \]
\[ cx + dy = f \]

The equations can be expressed as a matrix equation in the form \( AX = B \)

\[ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} e \\ f \end{bmatrix} \]

\( A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) is called the coefficient matrix, \( X = \begin{bmatrix} x \\ y \end{bmatrix} \) and \( B = \begin{bmatrix} e \\ f \end{bmatrix} \)

Notes
1. \( A \) is the matrix of the coefficients of \( x \) and \( y \) in the simultaneous equations.
2. \( X \) is the matrix of the pronumerals used in the simultaneous equations.
3. \( B \) is the matrix of the numbers on the right-hand side of the simultaneous equations.

As we have seen from Exercise 8.5, an equation in the form \( AX = B \) can be solved by pre-multiplying both sides by \( A^{-1} \).

\[ A^{-1}AX = A^{-1}B \]
\[ X = A^{-1}B \]

Worked Example 17(a)
Solve the two simultaneous linear equations by matrix methods

\[ 2x + 3y = 13 \]
\[ 5x + 2y = 16 \]
Simultaneous equations involving **more than two unknowns** can be converted to matrix equations in a similar manner to the methods described previously. However, the CAS calculator will be used to find the value of the pronumerals.

When solving simultaneous equations, **one equation for each unknown is needed.**

The following is an ancient Chinese Maths problem:

*There are three types of corn, of which three bundles of the first, two of the second, and one of the third make 39 measures. Two of the first, three of the second and one of the third make 34 measures. And one of the first, two of the second and three of the third make 26 measures. How many measures of corn are contained in one bundle of each type?*

This information can be converted to equations, using the pronumerals $x$, $y$ and $z$ to represent the three types of corn, as follows:

\[
\begin{align*}
3x + 2y + z &= 39 \\
2x + 3y + z &= 34 \\
1x + 2y + 3z &= 26
\end{align*}
\]

This can be expressed as a matrix equation:

\[
\begin{bmatrix}
3 & 2 & 1 \\
2 & 3 & 1 \\
1 & 2 & 3
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} =
\begin{bmatrix}
39 \\
34 \\
26
\end{bmatrix}
\]

**Worked Example 17(b)**

Use a CAS calculator and matrix methods to solve the following system of equations.

\[
\begin{align*}
x - 2y + z &= -2 \\
-2x + 3y &= -3 \\
2x - z &= 4
\end{align*}
\]

Open a Calculator page and complete the entry lines as:

\[
\begin{align*}
define a &= \begin{bmatrix} 1 & -2 & 1 \\ -2 & 3 & 0 \\ 2 & 0 & -1 \end{bmatrix} \\
define b &= \begin{bmatrix} -2 \\ -3 \\ 4 \end{bmatrix}
\end{align*}
\]

Press ENTER after each entry.

$X$ is found by pre-multiplying both sides of the equation by $A^{-1}$ (and hence isolating $X$ on the left and leaving $A^{-1}B$ on the right).

Complete the entry line as:

\[
a^{-1} \times b
\]

Then press ENTER

Remember that if the determinant of a matrix equals zero, the inverse will not exist. When this happens there will not be a unique solution (i.e. one solution) for the system of simultaneous equations. It means there is either no solution (i.e. the graphs of the equations are parallel) or there are infinite solutions (i.e. the graphs of the equations draw the same line).
**Dependent systems of equations**

If the graphs of two or more equations coincide, that is if they are the same line, then there is no unique solution to the equations and we say that the equations are dependent.

If we try to solve dependent equations using matrix methods then we would find that there would be no solution as the determinant of the coefficient matrix is 0.

**Inconsistent systems of equations**

If the graphs of two or more equations do not meet, that is if the lines are parallel, then there is no solution to the equations and we say that the equations are inconsistent.

If we try to solve inconsistent equations using matrix methods then we would find that there would be no solution as the determinant of the coefficient matrix is 0.

**Worked Example 18**

Use a matrix method to decide if the simultaneous equations have a unique solution.

\[
\begin{align*}
\text{i} & \quad 2x - y = 8 \\
& \quad x + y = 1 \\
\text{ii} & \quad 2x + 4y = 12 \\
& \quad 3x + 6y = 8
\end{align*}
\]

---

Matrix mathematics is a very efficient tool for solving problems with two or more unknowns. As a result, it is used in many areas such as engineering, computer graphics and economics. When answering problems of this type, take care to follow these steps:

(a) read the problem several times to ensure you fully understand it

(b) identify the unknowns and assign suitable pronumerals. (Remember that the number of equations needed is the same as the number of unknowns.)

(c) identify statements that define the equations and write the equations using the chosen pronumerals. Align the pronumerals

(d) use the matrix methods to solve the equations.
**Worked Example 19**

A bakery produces two types of bread, wholemeal and rye. The respective processing times for each batch on the dough-making machine are 12 minutes and 15 minutes, while the oven baking times are 16 minutes and 12 minutes respectively. How many batches of each type of bread should be processed in an 8-hour shift so that both the dough-making machine and the oven are fully occupied?
8.8 Transition Matrices

Andrei Markov was a mathematician whose name is given to a technique that calculates probability associated with the state of various transitions (which can be represented in matrix form). It answers questions such as, ‘What is the probability that it will rain today given that it rained yesterday?’ or ‘What can be said about the long-term prospect of rainy days?’

Powers of matrices

Throughout this section, it will be necessary to evaluate a matrix raised to the power of a particular number, for example $M^3$. Only square matrices can be raised to a power, as the order of a non-square matrix does not allow for repeated matrix multiplication. (For example, a $2 \times 3$ matrix cannot be squared, because using the multiplication rule, we see the inner two numbers are not the same ($2 \times 3 \times 2 \times 3$).)

Worked Example 20

For the given matrices $A = \begin{bmatrix} 0.7 & 0.4 \\ 0.3 & 0.6 \end{bmatrix}$, $C = \begin{bmatrix} 0.6 & 0.1 & 0.3 \\ 0.3 & 0.6 & 0.1 \\ 0.1 & 0.3 & 0.6 \end{bmatrix}$

Evaluate a) $A^3$, b) $C^0$ and c) $C^{40}$, expressing the matrix in whole numbers multiplied by a fractional scalar.

\[
A^3 = \begin{bmatrix} 0.583 & 0.556 \\ 0.417 & 0.444 \end{bmatrix}
\]

\[
C^0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

So

\[
C^{40} = \begin{bmatrix} 0.33 & 0.33 & 0.33 \\ 0.33 & 0.33 & 0.33 \\ 0.33 & 0.33 & 0.33 \end{bmatrix}
\]

which is

\[
C^{40} = \frac{1}{3} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix}
\]
Markov systems and transition matrices

A Markov system (or Markov chain) is a system that investigates estimating the distribution of states of an event, given information about the current states. It also investigates the manner in which these states change from one state (condition or location) to the next, according to fixed probabilities. Matrices can be used to model such situations where:

• there are defined sets of conditions or states
• there is a transition from one state to the next, where the next state’s probability is conditional on the result of the preceding outcome
• the conditional probabilities for each outcome are the same on each occasion; that is, the same matrix is used for each transition
• information about an initial state is given.

Markov systems can be illustrated by means of a state transition statement, a table or a diagram.

The following transition statements describe the movement of delivery trucks between two locations.

A group of delivery trucks transfer goods between two warehouses A and B. They start the day at either warehouse and finish the day parked at one of them. 70% of the trucks that start at A will park at A that night and 30% will park at B. 60% of the trucks that start at B will park at B that night and 40% will park at A.

The statements, table and diagram all represent the same information. They can all be summarised as a transition matrix as shown below.

\[ T = \begin{bmatrix} 0.7 & 0.4 \\ 0.3 & 0.6 \end{bmatrix} \]

Each column of a transition matrix must add up to 1.

Worked Example 21
Represent each of the following as a transition matrix.

a)
b) There are a number of train carriages operating between two depots, North depot and South depot. At the end of each week,

- 40% of the carriages that started at North depot end up at South depot
- and 25% of the carriages that started at South depot end up at North depot.

**Distribution vector and powers of the transition matrix**

A distribution vector is a column vector with an entry for each state of the system. It is often referred to as the initial state matrix and is denoted by $S_0$.

If $S_0$ is an $n \times 1$ initial distribution vector state matrix involving $n$ components and $T$ is the transition matrix, then the distribution vector after 1 transition is the matrix product $T \times S_0$.

**Distribution after 1 transition**: $S_1 = T \times S_0$

The distribution one stage later is given by

**Distribution after 2 transitions**:

\[
S_2 = T \times S_1 \\
= T \times (T \times S_0) \\
= (T \times T) \times S_0 \\
= T^2 \times S_0
\]

We can continue this pattern to create a matrix recurrence relation.

The matrix recurrence relation $S_{n+1} = TS_n$, where $T$ is a transition matrix and $S_n$ is a column state matrix will generate a sequence of state matrices.

The distribution after $n$ transitions can be obtained by premultiplying $S_0$ by $T$, $n$ times or by multiplying $T^n$ by $S_0$.

**Distribution after $n$ transitions**: $S_n = T \times S_{n-1} = T^n \times S_0$

The sequence of states, $S_0, S_1, S_2, \ldots, S_n$ is called a Markov chain.

**Applications to marketing**

Marketing organisations can predict their share of the market at any given moment. Marketing records show that when consumers are able to purchase items (groceries) stores $A$ or $B$, we can associate conditional probabilities with the likelihood that they will purchase from a given store, or its competitor, depending on the store from which they had made their previous purchases over a set period, such as a month. The following worked example highlights the application of transition matrices to marketing.
Worked Example 22
A survey shows that 75% of the time, customers will continue to purchase their groceries from store A if they purchased their groceries from store A in the previous month, while 25% of the time consumers will change to purchasing their groceries from store B if they purchased their groceries from store A in the previous month. Similarly, the records show that 80% of the time, consumers will continue to purchase their groceries from store B if they purchased their groceries from store B in the previous month.

a) How many customers are still purchasing their groceries from A and B at the end of two months, if 300 customers started at A and 300 started at B?

b) What percentage (in whole numbers) of customers are purchasing their groceries at A and B at the end of 6 months, if 50% of the customers started at A?
New state matrix with culling and restocking

The new state matrix $S_n = T^n S_0$ can be extended to include culling and restocking. This can be done by adding (restocking) or subtracting (culling) a matrix to our original new state matrix.

\[
S_{n+1} = TS_n + B
\]

where $B$ is a matrix (usually a column matrix), represents a transition situation including culling and restocking.

Worked Example 23

Betta Health Centres run concurrent Lift and Cycle fitness classes at all 3 of their gyms in FitTown. A study shows that 80% of the clients who attended a Lift class one week will attend the Lift class the next week, while the other 20% will move to the Cycle class the next week.

Similarly, 70% of the clients who attended a Cycle class one week will attend the Cycle class the next week, while the other 30% will move to the Lift class the next week.

The numbers are also affected by people joining and leaving the gym, with 2 additional people joining the Lift classes each week and 3 additional people joining the Cycle classes each week.

In the first week, 55 people attended the Lift classes and 62 people attended the Cycle classes.

Set up the matrix recurrence relation that would be used to find how many people attended the Lift and Cycle classes in week 2.
Worked Example 24

A school was running extra maths and English classes each week, with students being able to choose which extra classes they would attend. A matrix equation used to determine the number of students expected to attend extra classes is given by

\[
S_{n+1} = \begin{bmatrix} 0.85 & 0.3 \\ 0.15 & 0.7 \end{bmatrix} S_n - \begin{bmatrix} 7 \\ 9 \end{bmatrix}
\]

where \( S_n \) is the column matrix that lists the number of students attending in week \( n \).

The attendance matrix for the first week is given by \( S_1 = \begin{bmatrix} 104 \\ 92 \end{bmatrix} \) \( \text{Maths} \) \( \text{English} \)

a) Calculate the number of students who are expected to attend extra English lessons in week 3.

b) Of the students who attended extra classes in week 3, how many are not expected to return for extra classes in week 4?
**Steady state**

As higher and higher powers of \( T \) are taken, we find the values of the elements in the transition matrix show no noticeable difference, and approach a fixed matrix \( T^\infty \). We refer to \( T^\infty \) as the **steady state** or long-term transition matrix. To test for steady state, a suitable value of \( n \) to test is 50. Then test \( n = 51 \). If the elements in the matrix haven’t changed, then a steady state has been reached.

When there is no noticeable change from one state matrix to the next, the system is said to have reached its steady state.

Two suitable values of \( n \) to test are \( n = 50 \) and \( n = 51 \).

**NOTE:** If \( T^2 \) contains any zeros, then it is **not possible** to reach a steady state.

<table>
<thead>
<tr>
<th>( T )</th>
<th>( T^2 )</th>
<th>( T^3 )</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
0.75 & 0.2 \\
0.25 & 0.8 \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.6125 & 0.31 \\
0.3875 & 0.69 \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.536875 & 0.3705 \\
0.463125 & 0.6295 \\
\end{bmatrix}
\] |
| \( T^4 \)   | \( T^8 \)       | \( T^{16} \)     |
| \[
\begin{bmatrix}
0.49528125 & 0.403775 \\
0.50471875 & 0.596225 \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.449096... & 0.440722... \\
0.550903... & 0.559277... \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.44448... & 0.44441... \\
0.55551... & 0.55558... \\
\end{bmatrix}
\] |
| \( T^{50} \) | \( T^{51} \)     |                 |
| \[
\begin{bmatrix}
4 & 4 \\
9 & 9 \\
5 & 5 \\
9 & 9 \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
4 & 4 \\
9 & 9 \\
5 & 5 \\
9 & 9 \\
\end{bmatrix}
\] |                 |

**Applications to weather**

Predicting the long-term weather forecast is important to insurance companies who insure event organisers against losses if the event is ‘rained on’. To do this they need to predict the long-term probability of there being rain. Suppose that for a ‘Melbourne spring’, long run data suggest that there is a 65% chance that if today is dry, then the next day will also be dry. Conversely, if today is wet, there is an 82% chance that the next day will also be wet. What is the long-term probability for it being a wet day if the initial day was dry? This style of problem is highlighted in the following worked example.
Worked Example 25
An insurance company needs to measure its risk if it is to underwrite a policy for a major event planned. The company used the following information about the region. The weather for the next day for a region of Victoria, from long run data, suggests that there is a 75% chance that if today is dry, then so will the next day. Conversely, if today is wet, there is a 72% chance that the next day will also be wet. This information is given in the table below.

<table>
<thead>
<tr>
<th></th>
<th>Today is dry</th>
<th>Today is wet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next day dry</td>
<td>0.75</td>
<td>0.28</td>
</tr>
<tr>
<td>Next day wet</td>
<td>0.25</td>
<td>0.72</td>
</tr>
</tbody>
</table>

a) Find the probability it will rain in three days time if initially the day is dry.

b) Find the long-term probability of rain if initially the day is wet.

c) If the company only insures if they have the odds in their favour, will they insure this event?

Other well-known examples of the application of transition matrices are to population studies, stock inventory and sport.